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AUGMENTED REALITY APPLICATION FOR 
MANUFACTURING 

[ 0012 ] FIG . 9 is a diagram illustrating an embodiment of 
a user interface for an augmented reality manufacturing 
application . 

DETAILED DESCRIPTION 
CROSS REFERENCE TO OTHER 

APPLICATIONS 
[ 0001 ] This application claims priority to U . S . Provisional 
Patent Application No . 62 / 513 , 902 entitled AUGMENTED 
REALITY APPLICATION FOR MANUFACTURING filed 
Jun . 1 , 2017 which is incorporated herein by reference for all 
purposes . 

BACKGROUND OF THE INVENTION 
[ 0002 ] Existing automotive manufacturing techniques are 
both time consuming and require significant manual cali 
bration and inspection . The positioning and programming of 
robots for constructing and assembling automotive parts , the 
marking and placement of mechanical joints , the quality 
inspection of assembled parts , etc . require a worker specifi 
cally trained to perform tasks that include setup , configura 
tion , calibration , and / or inspecting the quality of the work 
and results . The time required to perform the steps is 
extensive and increases the time and cost to build a new 
vehicle . For example , a current practice for marking joints 
and / or inspecting dimensional accuracy of the joints 
involves overlaying paper or plastic molds over a sheet 
metal object in order to mark the part . Similarly , joints may 
be inspected by manually referencing adjacent features , 
molds , or using coordinate measuring machine ( CMM ) 
inspection . Therefore , there exists a need for a process and 
tools for increasing the efficiency and decreasing the cost of 
automotive manufacturing tasks . Applying computer vision 
and augmented reality tools to the manufacturing process 
can significantly increase the speed and efficiency related to 
manufacturing and in particular to the manufacturing of 
automobile parts and vehicles . 

[ 0013 ] The invention can be implemented in numerous 
ways , including as a process ; an apparatus ; a system ; a 
composition of matter ; a computer program product embod 
ied on a computer readable storage medium ; and / or a 
processor , such as a processor configured to execute instruc 
tions stored on and / or provided by a memory coupled to the 
processor . In this specification , these implementations , or 
any other form that the invention may take , may be referred 
to as techniques . In general , the order of the steps of 
disclosed processes may be altered within the scope of the 
invention . Unless stated otherwise , a component such as a 
processor or a memory described as being configured to 
perform a task may be implemented as a general component 
that is temporarily configured to perform the task at a given 
time or a specific component that is manufactured to per 
form the task . As used herein , the term “ processor ' refers to 
one or more devices , circuits , and / or processing cores con 
figured to process data , such as computer program instruc 
tions . 
[ 0014 ] A detailed description of one or more embodiments 
of the invention is provided below along with accompanying 
figures that illustrate the principles of the invention . The 
invention is described in connection with such embodi 
ments , but the invention is not limited to any embodiment . 
The scope of the invention is limited only by the claims and 
the invention encompasses numerous alternatives , modifi 
cations and equivalents . Numerous specific details are set 
forth in the following description in order to provide a 
thorough understanding of the invention . These details are 
provided for the purpose of example and the invention may 
be practiced according to the claims without some or all of 
these specific details . For the purpose of clarity , technical 
material that is known in the technical fields related to the 
invention has not been described in detail so that the 
invention is not unnecessarily obscured . 
[ 0015 ] An augmented reality ( AR ) application for manu 
facturing is disclosed . In some embodiments , computer 
vision and augmented reality techniques are utilized to 
identify an object of interest and the relationship between a 
user and the object . For example , a user has an AR device 
such as a smartphone that includes a camera and sensors or 
a pair of AR smart glasses . In some embodiments , the AR 
glasses may be in the form of safety glasses . The AR device 
captures a live view of an object of interest , for example , a 
view of one or more automotive parts . The AR device 
determines the location of the device as well as the location 
and type of the object of interest . For example , the AR 
device identifies that the object of interest is a right hand 
front shock tower of a vehicle . The AR device then overlays 
data corresponding to features of the object of interest , such 
as mechanical joints , interfaces with other parts , thickness of 
e - coating , etc . on top of the view of the object of interest . 
Examples of the joint features include spot welds , self 
pierced rivets , laser welds , structural adhesive , and sealers , 
among others . As the user moves around the object , the view 
of the object from the perspective of the AR device and the 
overlaid data of the detected features adjust accordingly . The 
user can also interact with the AR device . For example , a 
user can display information on each of the identified 

BRIEF DESCRIPTION OF THE DRAWINGS 
10003 ] Various embodiments of the invention are dis 
closed in the following detailed description and the accom 
panying drawings . 
[ 0004 ] FIG . 1 is a flow diagram illustrating an embodi 
ment of a process for applying augmented reality to manu 
facturing . 
[ 0005 ] FIG . 2 is a flow diagram illustrating an embodi 
ment of a process for matching an object of interest to a 
reference model . 
[ 0006 ] FIG . 3 is a flow diagram illustrating an embodi 
ment of a process for matching an object of interest to a 
reference model . 
[ 0007 ] FIG . 4 is a flow diagram illustrating an embodi 
ment of a process for preparing reference data for an 
augmented reality manufacturing application . 
[ 0008 ] FIG . 5 is a flow diagram illustrating an embodi 
ment of a process for applying augmented reality to manu 
facturing 
[ 0009 ] FIG . 6 is a flow diagram illustrating an embodi 
ment of a process for applying augmented reality to manu 
facturing 
[ 0010 ] FIG . 7 is a block diagram illustrating an embodi 
ment of an augmented reality system for manufacturing . 
[ 0011 ] FIG . 8 is a diagram illustrating a model of 
assembled manufactured items for an embodiment of an 
augmented reality manufacturing application . 
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features . In some embodiments , for example , the AR device 
displays the tolerances associated with each detected fea - 
ture , such as the location of a spot weld or hole . As another 
example , the overlaid data on the view of the object includes 
details for assembly , such as the order to perform laser 
welds , the type of weld to perform , the tolerance associated 
with each feature , whether a feature is assembled correctly , 
etc . In various embodiments , the AR device detects features 
of a physical object and displays digital information inter 
actively to the user . The data associated with the object of 
interest is presented to help the user more efficiently perform 
a manufacturing task . 
[ 0016 ] In some embodiments , the applications and tech 
niques disclosed herein apply to the context of both aug 
mented reality ( AR ) and mixed reality ( MR ) . In various 
embodiments , the AR applications disclosed herein are not 
limited to augmented elements and may include function 
ality to receive user interaction and to manipulate digital 
components . In some embodiments , the applications are MR 
and / or extended reality ( XR ) applications . For example , 
using the disclosed techniques , real world and virtual world 
environments are combined . In various embodiments , a 
human user ( and / or robot ) can interface with the combined 
environment . 
[ 0017 ] There are many practical applications for the aug 
mented reality ( AR ) manufacturing techniques discussed 
herein . For example , in some embodiments , the AR device 
is used to program a robot to assemble one or more parts 
including identifying and marking the precise location and 
order of welds , self - pierced rivets , laser welds , adhesives , 
sealers , holes , fasteners , or other mechanical joints , etc . As 
another example , the AR device can be used to inspect the 
quality of the assembly for a vehicle such as whether the 
locations of welds are correct , whether the interfaces 
between parts such as body panels are within tolerances , 
whether holes are drilled or punched at the correct location , 
whether the fit and finish of assembly is correct , etc . In some 
embodiments , vision recognition is utilized . Individual sheet 
metal components and / or assemblies that are or will be part 
of the body - in - white ( also known as the structural frame or 
body ) are recognized . Once the component / system has been 
identified , computer aided design ( CAD ) information ( e . g . , 
information and / or symbols associated with the mechanical 
joints ) is aligned / scaled and rendered on corresponding 
identified physical model components . The application of 
the disclosed techniques applies to many different contexts 
of manufacturing . For example , the AR device can be used 
to map the quality of a coating on an automotive part such 
as determining the thickness of an e - coating on a vehicle 
body and identifying problem areas that are difficult to coat . 
In some embodiments , the AR device is used to map out a 
factory floor and to identify the precise location and orien 
tation robots should be installed at to build out an assembly 
line . The robots are positioned based on the AR device such 
that the installed robots will not interfere with each other or 
other obstructions in the environment . 
[ 0018 ] In some embodiments , an augmented reality ( AR ) 
application is implemented by obtaining an image . For 
example , an image of an object of interest is captured using 
a camera from a smartphone , using AR smart glasses , etc . A 
model of the image is generated based on the hues of the 
image . For example , the image may be pre - processed to 
remove distortion , blur , etc . In some embodiments , image 
signal processing to correct the captured image is performed . 

The hue component of the image is extracted and points of 
the image are identified and used to generate a model of the 
object of interest . In some embodiments , a reduced model 
associated with a manufactured item is received , wherein the 
reduced model associated with the manufactured item has 
been generated by reducing an original model associated 
with the manufactured item . For example , the object of 
interest is a manufactured item such as an automotive part . 
A reduced model of the manufactured item may be retrieved 
from a data store that contains one or more models of 
different manufactured items . The reduced model is created 
by reducing an original model such as a computer aided 
design ( CAD ) model of the manufactured item . In some 
embodiments , an attempt is made to match at least a portion 
of the reduced model with the model of the image . For 
example , the model created from the image captured by the 
AR device is matched to the reduced model of the manu 
factured item . Once matched , data corresponding to the 
manufactured model and identified features can be displayed 
on or using the AR device . The user can further interact with 
the object of interest via the AR device . 
[ 0019 ] In some embodiments , an image of a physical 
environment is obtained . For example , an image of a group 
of assembled parts is captured using an AR device . At least 
a portion of an object detected in the obtained image is 
identified . For example a particular part , such as the right 
hand front shock tower is detected in the obtained image . 
Using the image , a deviance from a reference property 
associated with the detected object is detected . For example , 
a marked location for a spot weld on the detected object , the 
right hand front shock tower , is identified and compared to 
a reference and expected ) location for the weld . The amount 
the actual location deviates from the expected location is 
determined and associated with the spot weld location . In 
some embodiments , information associated with the devi 
ance is provided via an AR device . For example , a user 
interface component displays the amount the spot weld 
location deviates from the expected location on the AR 
device . In some embodiments , the expected spot weld 
location is represented as a sphere and the area within the 
sphere represents locations within the allowed tolerance . In 
the event the weld is outside the overlaid sphere , the marked 
spot weld location is outside the acceptable tolerances . In the 
event the marked location is inside the overlaid sphere , the 
marked location is within the allowed tolerances for manu 
facturing . In various embodiment , different user interfaces 
exist for displaying the information associated with the 
deviance from a reference property on the AR device . 
[ 0020 ] FIG . 1 is a flow diagram illustrating an embodi 
ment of a process for applying augmented reality to manu 
facturing tasks . In some embodiments , the process of FIG . 
1 is used to program robots for manufacturing including 
marking and / or programming the location of welds , holes , 
fasteners , or other mechanical joints , etc . In some embodi 
ments , the process is used to inspect the accuracy of assem 
bly including determining whether joints are assembled 
within tolerances and for performing dimensional quality 
inspection . In some embodiments , the process is used to 
determine the presence and / or thickness of a coating pro 
cess . For example , the process may be used to analyze 
coated parts and to identify any portions of a part that are not 
sufficiently coated . In some embodiments , the process is 
used to distinguish between coated surfaces and raw metal . 
In some embodiments , the coating in an e - coating process 
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uses electrodeposition , electrophoretic , electro - deposit , 
electrocoating , or another similar coating process . One ben 
efit of the process of FIG . 1 is that the visual inspection of 
e - coated surfaces can be difficult when the surface is satu - 
rated with light , which is a typically required for the visual 
inspection of interior cavities . In some embodiments , the 
missing e - coated portions of a part are determined and 
displayed as an overlay on a model of the part being 
inspected . In some embodiments , the results of surface 
detection are used to determine common locations where a 
coating process is insufficient and / or needs improvement . 
Instead of requiring the vehicle to be disassembled , a vehicle 
can be analyzed by inspecting the surface , including interior 
cavity surfaces using a non - destructive tool such as a 
borescope , to create reference samples of the current e - coat 
ing process . The reference samples can be used to recalibrate 
the coating processes to entire complete coatings of all 
surfaces . For example , the process may be used to collect 
samples of coated parts to calibrate a coating process to 
ensure complete coverage when the coating process is 
performed . In some embodiments , the AR device includes 
more than one camera . A first camera can be used to 
determine the object in view and a second camera , such as 
a borescope , can be used to examine interior cavities that can 
not be easily visually inspected . In various embodiments , the 
process may be used to install robots in a factory . For 
example , using the process of FIG . 1 , in some embodiments , 
the installation and / or alignment of robots can be calibrated 
with an accuracy measured in inches and in some scenarios 
in millimeters . In the various embodiments , the process of 
FIG . 1 improves the efficiency of manufacturing by signifi 
cantly decreasing the time required to perform the task . In 
some embodiments , the process of FIG . 1 is used to create 
a database of quality inspection results , such as images of 
common defects or assembly errors , which can be used to 
improve the assembly and manufacturing process . 
[ 0021 ] In some embodiments , the process of FIG . 1 is 
utilized with an augmented reality ( AR ) device such as a 
smartphone with a camera and position sensors such as 
gyroscopes and accelerometers . In some embodiments , the 
AR device is a pair AR smart glasses that have a camera and 
applicable sensors . For example , the AR device may be a 
pair of smart safety glasses equipped with AR functionality 
and hardware such as a camera and position sensors . In 
various embodiments , the AR device includes a display , 
such as a smartphone screen or the lenses of a pair of AR 
glasses that also function as displays . The AR device dis 
plays an object of interest as captured by a camera and 
overlays corresponding data of the object using the display . 
In some embodiments , the object of interest is viewed 
through a pair of AR glasses and the display overlays data 
( e . g . , projects the relevant data ) related to the view onto the 
lenses of the AR glasses . In various embodiments , the AR 
device includes a user interface for interacting with objects 
of interest . In some embodiments , components of the AR 
device are described with respect to FIG . 7 . 
[ 0022 ] At 101 , an object in view is identified . For 
example , an object is viewed using an augmented reality 
( AR ) device such as a smartphone or a pair of AR glasses . 
Typically , a camera of the AR device is pointed at the object 
of interest and a view of the object is displayed on the 
device . As an example , a smartphone camera is pointed at 
the object in the view of the camera and a live view of the 
object is displayed on the smartphone ' s display . Similarly , a 

user can view the object of interest using a pair of AR smart 
glasses by looking at the object . In some embodiments , a 
camera affixed to the AR glasses captures the view of the 
user . The user is able to view the object of interest through 
lenses of the AR glasses . In various embodiments , the object 
in the view is identified . For example , the object is identified 
as a particular automotive part such as a right hand front 
shock tower . As additional examples , the object is identified 
as an assembled left rear rail , a factory floor , or an automo 
tive part for e - coating . In some embodiments , the object of 
interest in the view is identified using computer vision 
techniques such as mapping the object into a model and 
comparing the model with a database of reference models . 
For example , a database of reference models may be created 
from computer aided design ( CAD ) models and used to 
compare with the object in view to identify the object . In 
some embodiments , the reference model is a reduced model 
of an original CAD model of the object in view . In some 
embodiments , the object is identified using a user interface . 
For example , a user selects from a user interface element , 
such as a list of reference automotive parts , the identity of 
the object . As another example , the automotive part may be 
identified using voice actions . For example , the user of the 
AR device speaks a name identifying the automotive part to 
select the type of object in view . In various embodiments , 
other appropriate techniques may be used to identify the part 
such as programming the AR device for the part of interest . 
In some embodiments , a reference tag such as a QR Code or 
a 3D reference tag may be attached to the object to identify 
the part . 
[ 0023 ] At 103 , features of the object in view are identified . 
For example , features of the object are identified from the 
object in view . Features may include welds , holes , fasteners , 
joint locations , etc . In some embodiments , features include 
the precise location to install one or more robots on a factory 
floor . For example , features of the factory floor include the 
orientations and XYZ position to install a set of robots to 
create a manufacturing assembly line . In some embodi 
ments , the features include the surface areas of the automo 
tive part that is to be or has been coated . 
[ 0024 ] At 105 , data corresponding to the object in view is 
displayed . For example , data corresponding to mechanical 
joints are overlaid on the view of the object . As an example , 
for spot welds , the reference location of the spot weld is 
identified on the object in view and a user interface com 
ponent is overlaid on the reference location . In some 
embodiments , the user interface includes a sphere identify 
ing in 3D space the center of the expected spot weld . The 
volume of the spheres may be used to represent the allow 
able tolerance for the locations . For example , a larger sphere 
represents a larger tolerance and a smaller sphere represents 
a smaller tolerance . By comparing an actual spot weld to the 
overlaid user interface component representing the reference 
location of the spot weld , the user of the device can visually 
inspect the quality of a spot weld . In some scenarios , the 
mechanical joints such as spot welds are created by robots 
and the AR device displays data corresponding to the results 
of the work completed by the robots . In some embodiments , 
a user interface component is rendered by augmented at least 
a portion of one or more images of the camera view . 
[ 0025 ] In various embodiments , different forms of data 
corresponding to the view are displayed . For example , the 
data may include the thickness of e - coating or where the 
e - coating process missed portions of the part and are still 
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raw metal . In some embodiments , the thickness of the 
e - coating is represented by the color overlaid over the object 
in view . In some embodiments , the thickness of the e - coating 
is represented by a thickness of an outline or a contour over 
the object in view . In some embodiments , a surface that is 
coated is one visual representation and a raw metal surface 
is represented differently ( e . g . , using a different color , shad 
ing , etc . ) . In some embodiments , the data includes an 
XYZ - location and orientation for installing a machine such 
as an assembly robot . Different user interface components 
may display different forms of data such as the accuracy of 
the features , the relative order of the features , a numeric 
assessment related to a quality component of the feature , an 
identifier for the feature , etc . For example , in some embodi 
ments , the feature such as an assembly or weld is ranked and 
the ranking is displayed using a user interface component . In 
some embodiments , defects are identified and categorized . 
The particular type of defect ( e . g . , missing weld , misplaced 
weld , correctly placed laser weld , etc . ) may be displayed as 
the data corresponding to the object in view . In some 
embodiments , metrics such as inventory data and manufac 
turing metrics are accessible and displayed using the user 
interface . 
[ 0026 ] At 107 , user interaction with the object in view is 
processed . For example , using the AR device , the user may 
interact with the object in view including moving around the 
object and / or manipulating the data corresponding to the 
object . In various embodiments , as the user moves around 
the object in view , the data displayed on top of the view of 
the object changes to match the movement of the user . In 
some embodiments , the AR device includes a borescope 
camera used to inspect interior surface cavities . As the 
borescope is manipulated to change the image captured by 
the borescope ' s camera , the view of the object and the data 
overlaid on the view changes accordingly . In some embodi 
ments , the borescope is an independently moveable camera 
attached to a smartphone AR device . For example , the 
borescope can function as an additional second camera in 
addition to a camera of the smartphone AR device for 
inspecting interior cavities or regions hard to access . 
[ 0027 ] In some embodiments , the user interaction includes 
relying on the data to mark a part for assembly . For example , 
using the object view , a user can mark a part for assembly 
and confirm the precision of the marking via the user 
interface of the AR device . As another example , the data can 
be used to program a robot . For example , features matching 
mechanical joints are selected by the user via the user 
interface and the data associated with selected mechanical 
joints ( e . g . , the locations , tolerances , order of in the 
sequence of assembly , etc . ) is provided to a robot for 
programming . As yet another example , a user can interact 
with the user interface to inspect a part or assembly . For 
example , certain mechanical joints may be selected via the 
user interface and marked as non - acceptable if they are not 
within the acceptable tolerances . The marked features may 
also be exported and used to re - calibrate robots used to 
perform the operation by adjusting for any identified devia 
tions . 
[ 0028 ] FIG . 2 is a flow diagram illustrating an embodi 
ment of a process for matching an object of interest to a 
reference model . In some embodiments , the process of FIG . 
2 is used by an augmented reality ( AR ) device to match an 
object of interest in the view of the AR device to a reference 
model for displaying data corresponding to the model and 

identified features of the object . In some embodiments , the 
process is used to improve the efficiency of manufacturing 
such as speeding up the time required to program robots for 
an assembly line and to inspect part components or 
assembled parts components . In some embodiments , the 
process of FIG . 2 is used to mark a part to teach and / or 
program a joint robot . In some embodiments , the process is 
used for dimensional quality inspection of physical joints . In 
various embodiments , the steps of FIG . 2 are performed at 
101 of FIG . 1 to identify an object of interest in the view of 
an AR device . 
[ 0029 ] At 201 , an object reference model and correspond 
ing data of the model are prepared . For example , a computer 
aided design ( CAD ) model of an object , such as an auto 
motive part or a robot is used to create a reference model . In 
some embodiments , the reference model is a reduced version 
of the CAD model . For example , a reference model may 
only include the exterior surfaces of the CAD model . By 
eliminating the interior volume of the model , a reference 
model is reduced in size and complexity but may still 
function as a reference to match an object of interest . In 
some embodiments , one or more thickness parameters are 
exported and associated with the reduced model as simpli 
fied metrics for the part ' s interior volume . In various 
embodiments , corresponding data of the model is prepared 
and used to overlay over the object when viewed . The data 
may include data of certain features of the reference model 
such as mechanical joints , holes , interfaces with other parts , 
etc . In some embodiments , the data includes tolerances 
associated with the features such as the tolerance allowed for 
a weld to be considered acceptable . In some embodiments , 
the data includes cumulative requirements for assembly such 
as the number of required welds for a part , the number of 
acceptable deviations across all mechanical joints , a devi 
ance from a reference property , etc . In various embodiments , 
the data is used to create a user interface for the AR device 
such as depicting the location of reference features , the 
tolerances associated with the features , an appropriate order 
in the sequence of assembly , manufacturing metrics , etc . In 
various embodiments , the object reference model and cor 
responding data are stored in a data store such as a database 
or a server backing store . In some embodiments , the refer 
ence data ( e . g . , model and corresponding data ) is stored in 
the augmented reality ( AR ) application and / or on the AR 
device . 
[ 0030 ] At 203 , an object type is identified . For example , 
the type of the object of interest is identified . In some 
embodiments , the object type is the part type of an automo 
tive part such as a right hand front shock tower used for a 
particular vehicle . In some embodiments , the object type is 
a body frame of a vehicle . In various embodiments , the 
object type is identified . In some embodiments , the type is 
identified by the user via a user interface . For example , a list 
of potential types is presented on a display and the user 
selects the correct object type associated with the object of 
interest . In some embodiments , the selection is performed 
using a voice command such as by speaking the name of the 
part . In some embodiments , the object type is identified by 
scanning a reference marker such as a QR code , a sticker , a 
3D marker , a radio - frequency identification ( RFID ) tag , or 
other identifying tag . In some embodiments , the augmented 
reality ( AR ) device is pre - configured or programmed with 
the particular object type . For example , at a particular 
assembly station , the AR device associated with the station 
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is programed for the part dedicated at that station . In some 
embodiments , the object type is determined using machine 
vision techniques such as using machine learning to match 
an image of the object of interest to an object type . Other 
vision techniques such as creating a model of the image ( as 
discussed in more detail herein ) and matching the image to 
reference models may also be utilized . In various embodi 
ments , the object type is associated with a reference model 
and reference data prepared at 201 . 
[ 0031 ] At 205 , a view image of an object is obtained . For 
example , a camera sensor of an augmented reality ( AR ) 
device is pointed at an object of interest . In some embodi 
ments , the camera is part of a pair of AR smart glasses or a 
smartphone . In various embodiments , the camera captures a 
view image of the object . For example , a view of the camera 
is used to capture an image ( i . e . , the view image ) of the 
object . As another example , a user points a smartphone at an 
automotive part and the AR device captures a view image of 
the object . In various embodiments , the view image is an 
image associated with a view from the perspective of the 
camera of the AR device . In some embodiments , the view 
image is pre - processed using image processing techniques 
such as image correction . For example , image correction 
techniques such as de - blurring , sharpening , alignment , dis 
tortion correction , and / or projections , etc . may performed to 
enhance the view image . 
[ 0032 ] At 207 , an object reference location is determined . 
For example , a reference location of the object of interest is 
determined . In various embodiments , an object of interest 
can be positioned in many different orientations . One or 
more reference locations are used to determine the XYZ 
position and orientation of the object . In some embodiments , 
a reference location may be a reference marker , such as a 
sticker or 3D marker , placed on the object . For example , a 
3D marker can be created using a 3D printer . In some 
scenarios , a 3D printed marker is printed with a height of 
approximately 3 / 4 inches and can be attached and later 
removed from an object of interest and reused on a different 
object . In various embodiments , the marker is positioned 
based on locating features . In some embodiments , the locat 
ing features are locations of the object with repeatable tight 
tolerances . For example , a mounting hole with a location 
that is a tight tolerance can be a locating feature because it 
allows for a reliable reference location . The contours , shape , 
size , and / or color , among other properties of the 3D marker , 
can be used to differentiate one marker from another and 
also can be used as an anchor position to determine the 
orientation of the object . In some embodiments , the 3D 
marker is used to determine the distance of the object of 
interest from the camera . In various embodiments , a refer 
ence location may be utilized to determine the position in 3D 
space and orientation of the object of interest and the relative 
distance of the object from the AR device and / or camera . In 
some embodiments , object reference locations are part of the 
object such as seams , bends , joints , holes , etc . and are not 
auxiliary markers such as stickers or 3D markers that are 
attached to the object . In some embodiments , a particular 
entrance hole or access location for a part with an internal 
cavity is used as a reference location . For example , a part 
may have an internal cavity that is not visible from the 
outside of the part . One or more entrance holes or access 
locations to the interior of the part allow access to cavities 
of the part and can be used for inserting a tool such as a 
borescope for inspecting the interior of the part . In some 

embodiments , an entrance location such as an access panel 
or hole is a reference location and is automatically identified 
when a camera , such as a borescope camera , is placed near 
or in the entrance location . For example , using the images 
captured by the camera , the entrance hole is identified and 
used as an object reference location . In some embodiments , 
reference markers such as 3D markers may be utilized to 
identify the object type and also serve as reference locations . 
In some embodiments , reference markers are utilized as 
reference locations to speed up and reduce the computa 
tional resources associated with identifying a reference point 
of the object . 
10033 ] In some embodiments , the reference location is 
identified via a user interface . For example , an entrance hole 
into an interior cavity of a part may be identified via a user 
interface . Once identified , a camera can be inserted into the 
interior cavity via the entrance hole . Using the entrance hole , 
a difficult to reach region can be inspected for defects , such 
as coating misapplications . In some embodiments , a second 
camera , such as a borescope camera , is inserted into the 
entrance hole . In some embodiments , the camera is a flexible 
camera that can be manipulated around bends and turns . In 
various embodiments , the camera may be an independently 
moveable camera used in addition to a first camera for 
identifying the object of interest . In some embodiments , one 
or more cameras may be used together to identify the object 
of interest and both function together for detecting features 
of a manufactured item . For example , one camera is used for 
exterior surfaces and a second camera is used for interior 
cavities or difficult to access surfaces . 
[ 0034 ] At 209 , an image model based on the view image 
is generated . For example , a model of the object of interest 
is generated based on a view image of the object obtained at 
205 . In some embodiments , the model generated from one or 
more images is an image model . In some embodiments , the 
model is a collection of points corresponding to the exterior 
surface ( or visible surface ) of the object of interest . For 
example , the view image of an object is analyzed to deter 
mine a collection of points that are part of the surface of the 
object . The points are analyzed to determine their 3D 
positions . The points are collected together to create a 3D 
model of the object in the view image . In some embodi 
ments , the model is a collection of points with XYZ coor 
dinates . In some embodiments , the model is a mesh created 
from the collection of points . In various embodiments , the 
positions of points are determined using the relative position 
of the AR device ( e . g . , the camera ) and the view image . In 
some embodiments , one or more reference locations are 
used to create the image model . For example , a reference 
location can be used to determine the distance between two 
or more points based on the distance between reference 
locations and / or the size of a reference location from the 
perspective of the camera . In various embodiments , the 
image model is a collection of surface points corresponding 
to the object of interest . In some embodiments , a minimum 
number of points is required to match the image model with 
a reference model . 
[ 0035 ] At 211 , a reference model of the object type is 
retrieved . For example , based on the object type identified at 
203 , a reference model corresponding to the object type is 
retrieved . In some embodiments , the reference model is 
retrieved from memory storage of the augmented reality 
( AR ) device . In some embodiments , the reference model is 
stored in a data store such as a database . In various embodi 
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ments , the reference model may be stored remotely from the 
AR device and retrieved via a network connection of the AR 
device . 
[ 0036 ] At 213 , a reference model and image model are 
matched . For example , an image model of the right hand 
front shock tower of a vehicle as viewed through an aug 
mented reality ( AR ) device is matched to the reference 
model of the part . In various embodiments , the match 
includes confirming the object in view is the object type and 
aligning the position , orientation , and scale of the image 
model to the reference model . For example , the image model 
as viewed from the perspective of the camera is matched to 
the reference model as viewed from the same perspective . In 
various embodiments , a reference coordinate system is used 
to translate between the reference model and the image 
model . In some embodiments , the reference model and the 
image model are matched by determining whether the 
surface points collected for the image model at 209 match 
with the reference model . For example , the 3D position of 
each surface point is compared to the surface of the refer 
ence model and a point is determined to exist on the surface 
of the reference model if the point is within a certain 
tolerance . For example , in some embodiments , a point is 
considered on the surface if it is within a tolerance ( e . g . , 
0 . 001 mm ) of the surface described by a surface equation . In 
some embodiments , a thickness parameter is used to deter 
mine if the point lies on the reference model . For example , 
a thickness parameter may be used to determine if a point is 
within a certain threshold of the surface . In some embodi 
ments , a threshold number of surface points must fit to the 
surface of the reference model for the image model to match 
the reference model . 
[ 0037 ] FIG . 3 is a flow diagram illustrating an embodi 
ment of a process for matching an object of interest to a 
reference model . In some embodiments , the process of FIG . 
3 is used by an augmented reality ( AR ) device to match an 
object of interest in the view of the AR device to a reference 
model for displaying data corresponding to the model and 
identified features of the object . In some embodiments , the 
process is used to improve the efficiency of manufacturing 
such as speeding up the time required to program robots for 
an assembly line or to inspect part components or assembled 
parts components . In some embodiments , the step 301 is 
performed at 207 of FIG . 2 ; the steps 303 , 305 , and / or 307 
are performed at 209 of FIG . 2 ; and / or the step 309 is 
performed at 211 and / or 213 of FIG . 2 . In various embodi 
ments , the process of FIG . 3 is performed using an AR 
device as described with respect to FIG . 1 . 
[ 0038 ] At 301 , an object reference location is determined . 
In various embodiments , the object reference location is 
determined as described with respect to step 207 of FIG . 2 . 
In some embodiments , the object reference location is based 
on one or more of the object ' s features or one or more 
reference markers affixed to the object . 
[ 0039 ] At 303 , the positioning of the device is monitored . 
For example , using sensors of the augmented reality ( AR ) 
device such as gyroscopes and accelerometers , an XYZ 
location and an orientation of the device is determined . In 
various embodiments , as the device moves , its positioning is 
monitored and the deviations from past positions are 
tracked . In some embodiments , the orientation corresponds 
to the direction of the camera view . In some embodiments , 
the XYZ location is the 3D position of the device . In some 
embodiments , the XYZ location is a relative location of the 

device with respect to the object ( s ) in the camera view . In 
various embodiments , a position - location system such as the 
Global Positioning System ( GPS ) or other positioning sys 
tem is utilized . In various embodiments , the position or 
positioning includes not only an XYZ location ( absolute or 
relative ) but also an orientation . 
[ 0040 ] At 305 , surface points of the object are determined . 
For example , the object of interest in the camera view is 
analyzed for surface points . In some embodiments , surface 
points of the object are determined using visual odometry 
techniques . For example , using multiple cameras or multiple 
images , the pose of the object of interest is determined . In 
some embodiments , the location and orientation of the 
object of interest are determined . In some embodiments , the 
relative location and orientation of the object of interest are 
determined with respect to the camera of the augmented 
reality ( AR ) device . 
[ 0041 ] In some embodiments , a surface point is deter 
mined based on the features of the object of interest . In 
various embodiments , the same surface point is analyzed 
from different perspectives such as from two different cam 
eras or via two different images once the camera has moved . 
In some embodiments , features are matched across two 
corresponding images and 3D coordinates of the surface 
points are determined . In some embodiments , the 3D coor 
dinates are determined by triangulating corresponding sur 
face points of different matched images . In various embodi 
ments , multiple readings of the same point are utilized . 
[ 0042 ] In some embodiments , light transitions are used to 
identify surface points . For example , a lighting value asso 
ciated with a location on the object is associated with a 
depth . In some embodiments , the light value is determined 
by first processing the image to extract light values . For 
example , in some scenarios , a color representation of an 
image is converted to extract a hue value . 
[ 0043 ] In some embodiments , a depth sensor is used to 
collect additional information from surface points . For 
example , a depth sensor collects distance information for 
each surface point from the camera . The distance informa 
tion may be utilized to determine the 3D position of a 
surface point . In some embodiments , the depth information 
is used in connection with the techniques described above to 
increase the accuracy of a collection of surface point data . 
( 0044 ) At 307 , an image model is generated based on the 
collected data . For example , the collected data includes a 
sufficient set of surface points associated with the object of 
interest and a model representing the object of interest is 
generated . In various embodiments , a threshold number of 
surface points are required to correctly model the object . For 
example , in some certain scenarios , a threshold number of 
surface points on the order of thousands of points are 
required for each object of interest . In various embodiments , 
the model of the object of interest generated is an image 
model . 
[ 0045 ] At 309 , the reference model and image model are 
matched . For example , the reference model and image 
model are matched as described with respect to step 213 of 
FIG . 2 . In various embodiments , the surface points of the 
model generated at 307 are tested to determine whether they 
fit to the surface of the reference model . In some embodi 
ments , the reference model is a geometric representation 
such as a surface equation . A surface point fits the surface of 
the reference model by evaluating the surface equation with 
the 3D position of the surface point . In various embodi 
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ments , a threshold number of surface points must fit the 
reference model to match the image model with the refer - 
ence model . For example , in some scenarios , the computa 
tion and battery power of the augmented reality ( AR ) device 
is limited so a threshold of less than 100 percent of matching 
points is utilized to conserve resources . 
[ 0046 ] FIG . 4 is a flow diagram illustrating an embodi 
ment of a process for preparing reference data for an 
augmented reality manufacturing application . In some 
embodiments , the process of FIG . 4 is used to prepare 
reference models and corresponding data and features of the 
reference models for the augmented reality techniques 
described with respect to FIGS . 1 - 3 , 5 , and 6 . For example , 
a reference model representing the surface of an automotive 
part is created using the process of FIG . 4 along with 
features identifying mechanical joints such as welds and 
rivets . Overlay data including tolerances as well as user 
interface information such as the visual indicators including 
colors , size , shape , etc . may be included as well . As another 
example , relationship data between the different features 
such as the order of laser welds that should be performed , the 
order holes should be punched , etc . are prepared using the 
process of FIG . 4 . In some embodiments , the process of FIG . 
4 is performed on a backend server in advance of using the 
augmented reality techniques described with respect to 
FIGS . 1 - 3 , 5 , and 6 . 
[ 0047 ] At 401 , a model of the manufactured item is 
received . In some embodiments , a computer aided design 
( CAD ) model of a manufactured item is received . For 
example , a CAD model of a right hand front shock tower of 
a vehicle is received . In various embodiments , the model is 
an original model of the manufactured item . In some 
embodiments , the CAD model is a three - dimensional shape 
with one or more solid interior regions . For example , the 
CAD model of a body frame includes solid metal regions . In 
various embodiments , the solid regions of the CAD model 
correspond to interior points of the manufactured item . 
[ 0048 ] At 403 , features of the model are identified . In 
some embodiments , the features of the model include 
mechanical joints , fasteners , holes , entrance holes , access 
panels , etc . In some embodiments , the features include 
reference locations of the model . In some embodiments , the 
features include the interface between the model and other 
parts . In various embodiments , the features include locations 
in a factory for installing a manufacturing robot . In various 
embodiments , the features are identified from data included 
in the computer aided design ( CAD ) model of the manu 
factured item . In some embodiments , the features are iden 
tified using computer vision and / or machine learning tech 
niques . 
[ 0049 ] At 405 , a reference model is created . In some 
embodiments , a reference model is a reduced version of the 
model received at 401 . For example , in some embodiments , 
a reference model contains only the exterior or visible 
surfaces of the manufactured item . For example , interior 
points are removed in the reference model . By reducing the 
model to only surfaces and excluding the interior volume of 
the model , the computational requirements for determining 
whether a location fits the surface of the model are reduced . 
In some embodiments , the reference model is a geometric 
representation such as one or more surface equations . A 
point on the surface of the reference model is a solution to 
the surface equation ( s ) of the reference model . In various 
embodiments , the surface equations define the surface of a 

hollow version of the original model . In some embodiments , 
interior points of the model are not solutions to the surface 
equations . In some embodiments , the interior points corre 
sponding to solid interior regions are removed from the 
original model to create the reference model . In some 
embodiments , solid interior regions are instead approxi 
mated with a thickness parameter . For example , a reference 
model may include one or more surface equations and one 
or more thickness parameters to describe the surface of a 
manufactured item and a corresponding thickness of the 
surface of the item to approximate solid interior regions . 
[ 0050 ] At 407 , the reference model is associated with a 
manufactured item . For example , when the manufactured 
item is the object of interest , the reference model is utilized 
for analyzing the object of interest . In some embodiments , 
each reference model has a unique identifier to associate it 
with the manufactured item . In some embodiments , the 
reference models for manufactured items are stored in a data 
store and each have an associated identifier , such as the part 
name or number . 
[ 0051 ] At 409 , the reference model , features of the refer 
ence model , and data associated with the model are saved . 
For example , reference data that includes the reference 
model , features of the model , and data associated with the 
reference model is stored in a data store . In some embodi 
ments , the data includes data for instantiating a user inter 
face for an augmented reality ( AR ) device . In some embodi 
ments , the user interface data includes the data used to 
render the user interface component for a detected feature 
such as the color , shape , size , enable state functionality , 
disabled state functionality , descriptions , etc . For example , 
the data describes the functionality to execute , the size and 
color to render a visual indicator , and a description to display 
when a detected feature is selected ( e . g . , an enable state is 
true ) . As another example , when a detected feature is 
selected , the color can change as configured by the user 
interface data . As another example , the size of the visual 
indicator can expand to display descriptive information on 
the detected feature such as an identifier or label . The 
descriptions may include information on the location of the 
feature , the type of feature ( e . g . , spot weld , rivet , etc . ) , the 
acceptable tolerances of the feature , etc . In some embodi 
ments , reference markers such as 3D markers , entrance 
holes , access panels , etc . are stored as reference data . In 
some embodiments , feature parameters including tolerances , 
acceptable deviations from a reference property , and the 
appropriate thickness for particular coatings , etc . are stored 
as reference data . In various embodiments , the reference 
data is utilized by the user interface of the AR device for 
interacting with and manipulating an object of interest . 
[ 0052 ] FIG . 5 is a flow diagram illustrating an embodi 
ment of a process for applying augmented reality to manu 
facturing . In some embodiments , the process of FIG . 5 
utilizes a hue component of the view image to generate an 
image model of an object of interest . In some embodiments , 
the process of FIG . 5 is performed using an augmented 
reality ( AR ) device such as the one described with respect to 
FIG . 1 . In various embodiments , the hue component of a 
view image is utilized to determine the relative depth for 
different surface points of an object of interest from a 
camera . In some embodiments , the steps of FIG . 5 are 
performed at 101 of FIG . 1 . In some embodiments , the steps 
501 , 503 , and / or 505 are performed at 205 of FIG . 2 and the 
steps 507 and / or 509 are performed at 207 and / or 209 of 
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FIG . 2 . In some embodiments , the steps 507 and / or 509 are 
performed at 301 , 303 , 305 , and / or 307 of FIG . 3 . 
[ 0053 ] At 501 , an image is obtained . In some embodi 
ments , an image is obtained as discussed with respect to 205 
of FIG . 2 . For example , an image is captured using a camera 
sensor . In some embodiments , the image is captured using a 
traditional color space such as containing red , green , and 
blue channels . In some embodiments , a different color space 
is utilized by the camera . In some embodiments , a high 
dynamic range camera is used . In some embodiments , two 
cameras , such as a stereo camera setup , are used to capture 
multiple images from slightly different perspectives . In 
various embodiments , multiple images are captured and 
utilized to determine the depth of an object of interest . 
[ 0054 ] At 503 , the image is pre - processed . For example , 
an image may be pre - processed using a processor such as an 
image signal processor , a graphics processing unit ( GPU ) , a 
central processing unit ( CPU ) , or other appropriate proces 
sor . In some embodiments , the pre - processing includes 
image correction techniques . For example , the pre - process 
ing may include image correction techniques such as de 
blurring , sharpening , alignment , distortion correction , and / 
or projections , etc . and may be performed to enhance the 
image prior to analysis . 
[ 0055 ] At 505 , an image hue component is determined . 
For example , an image is converted to extract hue compo 
nents of the image . In various embodiments , the hue com 
ponent of the image is used to determine the relative depth 
of surface points of the object . In some embodiments , the 
hue component is used to identify light contrast and is less 
sensitive to the amount of light compared to other image 
components . In various embodiments , the hue component is 
used to reduce the amount of light saturation on the object . 
[ 0056 ] At 507 , image points corresponding to object loca 
tions are identified . For example , using the hue component 
extracted at 505 , image points corresponding to the surface 
of the object of interest are identified . In some embodiments , 
the depth is based on differences in light transitions from 
analyzing the hue value . For example , a hue value associated 
with an image point is used to determine a depth and 3D 
position of a point on the surface of the object . In some 
embodiments , the hue component is used to approximate 
depth by analyzing the contrast between neighboring hue 
values and associating a depth value based on the differences 
in hue values . In some embodiments , a hue value of a 
location is compared to neighboring hue values and a 
threshold value is determined based on the hue values . For 
example , in the event a location ' s hue value compared to 
neighboring hue values exceeds a threshold , the location ' s 
depth is assigned a different depth . Hue values whose 
differences do not exceed the threshold are assigned the 
same depth . In some embodiments , regions of similar hue 
values are assigned the same initial depth values . In some 
embodiments , a threshold value is used to identify a region 
of light contrast in the image . The model of the image is 
generated by determining whether a difference between 
neighboring hue values of the image exceeds a threshold 
value . In some embodiments , as additional image data is 
gathered , the accuracy of the depth values increases . The 
initially assigned depth values are approximate values and 
increase in accuracy with additional image data . In some 
embodiments , multiple images along with the relative loca 
tion and orientation of the camera when the images are 
captured are required to determine a 3D position of an image 

point . For example , in some embodiments , surface points of 
the object and their 3D positions are determined by using 
visual odometry techniques applied to the hue component . 
[ 0057 ] At 509 , an image model is generated . For example , 
using the image points identified at 507 , the points are 
collected to create an image model of the object of interest . 
In some embodiments , the image points are surface points 
used to generate an image model as described with respect 
to 209 of FIG . 2 and / or 307 of FIG . 3 . For example , a 
threshold number of image points are collected , sufficient to 
match an image model to a reference model . In some certain 
scenarios , a threshold number of surface points on the order 
of thousands of points are required for each object of 
interest . In various embodiments , the number of points is 
dependent on the complexity of the image , the number of 
reference models , and / or the complexity and similarity 
between reference models . For example , in the event there 
are many similarly shaped reference models , the number of 
image points required is increased . 
[ 0058 ] FIG . 6 is a flow diagram illustrating an embodi 
ment of a process for applying augmented reality to manu 
facturing . In some embodiments , the process of FIG . 6 is 
performed using an augmented reality ( AR ) device dis 
cussed with respect to FIG . 1 . In some embodiments , the 
step 601 is performed at 101 of FIG . 1 ; the step 603 is 
performed at 101 , 103 , 105 , and / or 107 of FIG . 1 ; and / or the 
steps 605 , 607 , and / or 609 are performed at 107 of FIG . 1 . 
[ 0059 ] At 601 , a person or machine defines an object of 
interest . For example , an object of interest , such as a certain 
automotive part , an entrance hole into an automotive body 
cavity , a factory floor layout , etc . is selected from a set of 
potential objects and / or features . 
[ 0060 ] At 603 , a person or machine points a device ' s 
camera towards an object of interest . In some embodiments , 
an augmented reality ( AR ) application identifies the object 
of interest . The AR application determines the relationship 
between the AR device and the object of interest ( e . g . , 
identifying the pose of the AR device relative to the object 
of interest ) . The AR application renders the corresponding 
digital content on the AR device ' s screen . For example , the 
content can be aligned , scaled , referencing , or not with 
respect of the object of interest or a global coordinate 
system . In various embodiments , the AR device overlays 
corresponding digital content based on the object identified 
in the view of the device ' s camera . Once the digital content , 
such as data corresponding to features related to the object 
of interest , is presented , processing can proceed to one or 
more of 605 , 607 , and / or 609 . 
[ 0061 ] At 605 , a person or machine marks the assembly . 
For example , a machine uses the information of the AR 
device to mark the location of mechanical joints . As another 
example , a user uses the information of the AR device to 
mark the location for spot welds , holes , etc . on the part of 
interest . 
[ 0062 ] At 607 , a person or machine feeds the data to a 
robot for programming . Using the information presented at 
603 , the information is used to program a robot for perform 
ing assembly operations such as laser welds , rivets , seals , 
etc . In some embodiments , the information is used to 
re - calibrate a robot based on detected deviations from a 
reference property . 
[ 0063 ] At 609 , a person or machine inspects a part or 
assembly . For example , using the information from 603 , a 
part or assembly is inspected for quality assurance or fit and 
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finish . In some embodiments , the quality of the assembly is 
reflected by the user interface . For example , mechanical 
joints that are not acceptable are displayed with an overlay 
in one color and mechanical joints that are acceptable are 
displayed with an overlay in a different color . 
[ 0064 ] FIG . 7 is a block diagram illustrating an embodi 
ment of an augmented reality system for manufacturing . In 
various embodiments , the processes of FIGS . 1 - 6 utilize an 
augmented reality ( AR ) system such as the one described in 
FIG . 7 . For example , an AR device such as a smartphone or 
AR smart glasses may be used to implement the AR tech 
niques described herein by including at least the components 
of FIG . 7 . In some embodiments , the components of FIG . 7 
are part of an AR device that includes a client device , such 
as a smartphone or a pair of AR smart glasses , and a backend 
component such as a backend server . For example , certain 
portions of the processes of FIGS . 1 - 6 may be implemented 
on a backend server whereas other portions are implemented 
on the client AR device . The division of tasks and / or 
components between the client device and backend server 
takes into account the mobility of the device , the power 
consumption required for performing the processes , the 
amount of data required , the weight of the client device , and 
the computational power of the client device , among other 
factors . In the example shown , AR system 700 includes 
reference data and model data store 701 , camera ( s ) 703 , 
image pre - processor 705 , device positioning sensors 707 , 
display 709 , processor ( s ) 711 , memory 713 , input sensors 
715 , and network interface 717 . In various embodiments , the 
components of FIG . 7 are communicatively connected using 
a bus or similar interface ( not shown ) . For example , pro 
cessor ( s ) 711 can communicate with memory 713 and 
display 709 via a communication bus . In various embodi 
ments , one or more buses ( not shown ) may provide access 
to the components of FIG . 7 as well as to additional 
subsystems or components that are not shown in FIG . 7 . 
[ 0065 ] In some embodiments , reference data and model 
data store 701 is digital storage for reference data associated 
with potential objects of interest . The reference data may 
include reference models , data for displaying on the aug 
mented reality ( AR ) user interface , feature data , etc . In some 
embodiments , reference data and model data store 701 exists 
on a backend server , the client device , or both . For example , 
a complete set of reference data may exist on a backend 
server and a cached subset of reference data may be stored 
on a client AR device . In some embodiments , reference data 
and model data store 701 is a reference data store for 
retrieving reference data of detected features for rendering 
user interface components . 
[ 0066 ] . In some embodiments , camera ( s ) 703 are one or 
more camera sensors for capturing view images of objects of 
interest . In some embodiments , multiple cameras are 
arranged in a stereo camera setup . In some embodiments , 
only a single camera is used . For example , multiple images 
are captured from a single camera along with the camera ' s 
positional state ( e . g . , the camera ' s position and orientation ) . 
[ 0067 ] In some embodiments , two or more independent 
cameras are used for performing the processes discussed 
herein . For example , a smartphone AR device camera is 
used for identifying a manufactured item and matching a 
reference model to the observed object . A second camera , 
such as a borescope camera , is used to inspect difficult to 
reach areas of the object , such as internal cavities . The 
second camera may be independently moveable with respect 

to the first camera . In some embodiments , an exterior 
camera may be used to inspect easy to reach areas and an 
independently moveable camera is used to inspect hard to 
reach areas . In various embodiments , the different views of 
the cameras are accessible via the AR device . For example , 
a smartphone AR device has two cameras , a non - moveable 
camera and a flexible camera for inspecting interior regions . 
[ 0068 ] In some embodiments , image pre - processor 705 is 
an image processor for pre - processing captured images of 
camera ( s ) 703 . For example , image pre - processor 705 may 
be used for image correction and hue extraction . In some 
embodiments , image pre - processor 705 is one of processor 
( s ) 711 . In some embodiments , image pre - processor 705 is 
a dedicated processor used for image signal processing . In 
some embodiments , image pre - processor 705 may be part of 
the camera hardware of camera ( s ) 703 . 
0069 ] In some embodiments , device positioning sensors 
707 are sensors attached to the AR device used to determine 
the 3D position and orientation of the camera . In some 
embodiments , the 3D position and / or orientation is relative 
to the object of interest captured by the camera . In various 
embodiments , device positioning sensors 707 may include 
accelerometers and / or gyroscopes . In some embodiments , 
device positioning sensors 707 include a position - location 
system such as the Global Positioning System ( GPS ) or 
other positioning system . 
[ 0070 ] In some embodiments , display 709 is a display for 
presenting an AR user interface . In some embodiments , the 
display is a touchscreen display of a smartphone . In some 
embodiments , the display includes the lenses of an AR 
device . In some embodiments , the display includes a pro 
jection component for projecting a user interface over the 
visual image captured by camera ( s ) 703 . In some embodi 
ments , the display can be used to toggle between different 
camera views , such as different views of the different 
cameras of camera ( s ) 703 . In some embodiments , an addi 
tional display ( not shown ) is used for viewing multiple 
camera views simultaneously . 
[ 0071 ] In some embodiments , processor ( s ) 711 are one or 
more processors for performing the processes of FIGS . 1 - 6 . 
In some embodiments , one or more of the processors of 
processor ( s ) 711 is a dedicated augmented reality ( AR ) 
processor that is optimized for AR operations such as 
mathematical transformation operations . In some embodi 
ments , processor ( s ) 711 may include a central processing 
unit ( CPU ) , a graphical processing unit ( GPU ) , and / or other 
microprocessor subsystem . In various embodiments , one or 
more processors of processor ( s ) 711 read processing instruc 
tions from a memory , such as memory 713 , for performing 
the processes of FIGS . 1 - 6 . 
[ 0072 ] In some embodiments , memory 713 can include a 
first primary storage , typically a random access memory 
( RAM ) , and a second primary storage area , typically a 
read - only memory ( ROM ) . As is well known in the art , 
primary storage can be used as a general storage area and as 
scratch - pad memory , and can also be used to store input data 
and processed data . Primary storage can also store program 
ming instructions and data , in the form of data objects and 
text objects , in addition to other data and instructions for 
processes operating on processor ( s ) 711 . Also as is well 
known in the art , primary storage typically includes basic 
operating instructions , program code , data , and objects used 
by the processor ( s ) 711 and / or image pre - processor 705 to 
perform its functions ( e . g . , programmed instructions ) . In 
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some embodiments , memory 713 includes remote memory 
( or storage ) such as cloud storage or network storage . For 
example , remote memory may store program code , data , and 
objects used by the processor ( s ) 711 and / or image pre - 
processor 705 to perform its functions ( e . g . , programmed 
instructions ) . In some embodiments , AR system 700 
executes an application stored remotely ( e . g . , on the cloud in 
remote memory ) from a local AR device . In various embodi 
ments , remote memory is accessed via network interface 
717 . 
[ 0073 ] In some embodiments , input sensors 715 are used 
to capture user input and may be used by a user to manipu 
late the AR device . For example , in some embodiments , 
input sensors include a touch screen interface , tactile user 
interface components such as buttons , knobs , switches , 
slides , etc . , one or more microphones , gesture sensors , 
controllers , etc . As an example , in some embodiments , input 
sensors 715 include one or more microphones for capturing 
voice commands . As yet another example , in some embodi 
ments , input sensors 715 include a touch screen for select 
ing , manipulating , zooming , panning , etc . In some embodi 
ments , input sensors 715 include dedicated buttons for 
zooming in , zooming out , and / or adjusting the camera ' s 
focus . In various embodiments , input sensors 715 are sen 
sors for gathering user input or other input for the AR device . 
[ 0074 ) In some embodiments , network interface 717 
allows processor ( s ) 711 to be coupled to another computer , 
computer network , or telecommunications network using 
one or more network connections . For example , through the 
network interface 717 , the processor ( s ) 711 can receive 
information ( e . g . , reference models , user interface data , data 
objects , or program instructions , etc . ) from another network 
or output information to another network in the course of 
performing method / process steps . Information , often repre - 
sented as a sequence of instructions to be executed on a 
processor , can be received from and outputted to another 
network . An interface card or similar device and appropriate 
software implemented by ( e . g . , executed / performed on ) 
processor ( s ) 711 can be used to connect augmented reality 
( AR ) system 700 to an external network and transfer data 
according to standard protocols . For example , various pro 
cess embodiments disclosed herein can be executed on 
processor ( s ) 711 , or can be performed across a network such 
as the Internet , intranet networks , or local area networks , in 
conjunction with a remote processor that shares a portion of 
the processing . Additional mass storage devices ( not shown ) 
can also be connected to processor ( s ) 711 through network 
interface 717 . 
[ 0075 ] The augmented reality ( AR ) system shown in FIG . 
7 is but an example of an AR system suitable for use with 
the various embodiments disclosed herein . Other AR sys 
tems suitable for such use can include additional or fewer 
subsystems . Other AR systems having different configura 
tions of subsystems can also be utilized . 
[ 0076 ] FIG . 8 is a diagram illustrating a model of 
assembled manufactured items for an embodiment of an 
augmented reality manufacturing application . In the 
example shown , model 800 is an original computer aided 
design ( CAD ) model of assembled automotive parts and 
includes right hand front shock tower model 801 . In some 
embodiments , a reference model of the part corresponding to 
right hand front shock tower model 801 is created using right 
hand front shock tower model 801 . For example , in some 
embodiments , a reference model is created by exporting 

only the surfaces of right hand front shock tower model 801 . 
In some embodiments , the features of right hand front shock 
tower model 801 are extracted from the model and may 
include features such as holes , joints , seams , seals , etc . In 
various embodiments , model 800 and right hand front shock 
tower model 801 are high resolution models that contain 
additional information not found in the corresponding ref 
erence or reduced models . 
[ 0077 ] In various embodiments , original models such as 
model 800 and / or right hand front shock tower model 801 
may be accessible via the AR device . For example , in some 
embodiments , a user can select the original computer aided 
design ( CAD ) model from the AR device in addition to 
viewing overlaid data using a reduced model . As an 
example , a feature and / or part in the view of the AR device 
can be selected and an original or higher - resolution model 
may be loaded and displayed . In some embodiments , the 
original model is displayed above or alongside the manu 
factured part the user is inspecting . In some embodiments , 
the view of the original model can be manipulated such as 
zooming in , panning , and / or rotating the view of the model . 
Other interactions are possible as well , such as bringing up 
an exploded view or an interior view , retrieving data corre 
sponding to the design of the part , etc . In various embodi 
ments , the user of the AR device can perform a visual 
inspection using the original model with the actual manu 
factured part , for example , in the event the user desires to 
explore additional data related to the manufactured part that 
is not displayed as part of the overlaid feature data . 
[ 0078 ] In some embodiments , model 800 and / or right 
hand front shock tower model 801 is used by the process of 
FIG . 4 to create a reference model of a manufactured item . 
In some embodiments , model 800 and / or right hand front 
shock tower model 801 is retrieved at 401 of FIG . 4 and 
surface data of the model is extracted to create a reference 
model . In various embodiments , the model 800 and / or right 
hand front shock tower model 801 is generated using a 
computer aided design ( CAD ) process and tools . In some 
embodiments , model 800 and / or right hand front shock 
tower model 801 is used to create the user interface of FIG . 

[ 0079 ] FIG . 9 is a diagram illustrating an embodiment of 
a user interface for an augmented reality manufacturing 
application . In some embodiments , the user interface of FIG . 
9 is created using the processes of FIGS . 1 - 6 and / or using the 
augmented reality ( AR ) system of FIG . 7 . In various 
embodiments , the user interface of FIG . 9 is a view seen by 
a user of an AR device using one or more of the processes 
of FIGS . 1 - 6 when pointing the AR device at an automotive 
part . In the example shown , the user interface 900 is a view 
of a manufactured item with corresponding relevant data 
overlaid on the item . User interface 900 includes object of 
interest 901 and feature user interface components 911 , 913 , 
921 , and 923 . 
[ 0080 ] In some embodiments , user interface 900 includes 
a digital representation of mechanical joints and other rel 
evant information associated with an object of interest . In 
the example shown , object of interest 901 is the right hand 
front shock tower of a vehicle during assembly and manu 
facturing . User interface components 911 , 913 , 921 , and 923 
are overlaid on object of interest 901 . In some embodiments , 
user interface components 911 , 913 , 921 , and 923 are 
displayed by augmenting at least a portion of one or more 
images captured by a camera of the AR device . For example , 
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the current image corresponding to the camera view of 
object of interest 901 is augmented to display user interface 
components 911 , 913 , 921 , and 923 . In some embodiments , 
user interface components 911 , 913 , 921 , and 923 represent 
the expected and correct locations for mechanical joints such 
as flange joints . In the example shown , the locations of joints 
to be made on object of interest 901 are marked , for 
example , by hand using a marker . Each X marked on object 
of interest 901 depicts the location of an intended joint 
location and can be used to program a robot . Using user 
interface 900 , a user or robot can determine whether the 
intended ( and marked ) locations are correct . In the event the 
locations are incorrect , a robot may be reprogrammed to 
perform the joints at the correct locations . 
[ 0081 ] In the example shown , user interface components 
911 and 913 depict locations on object of interest 901 where 
the joint is correctly marked . In some embodiments , the user 
interface component depicts a correctly marked joint when 
the user interface component overlaps the entirety of the 
marked joint location . In some embodiments , the user inter 
face component depicts a correctly marked joint when the 
user interface component overlaps the center of the marked 
joint location . User interface components 911 and 913 
include representations of a tolerance measurement for each 
joint . For example , in some embodiments , the size of the 
user interface component represents an allowable deviation 
from the center of the joint . In some embodiments , user 
interface components 911 and 913 represent correctly 
marked joints and are displayed as circular shapes where the 
volume of the circular shapes represents the allowable 
deviation before the marked joint is incorrect . In various 
embodiments , the circular shapes are rendered as spherical 
visual indicators . In some embodiments , the radius of cir 
cular shapes represents an allowable deviance from a refer 
ence property . In some embodiments , user interface com 
ponents 911 and 913 represent correctly marked joints and 
are displayed as circles where the area of the circle repre 
sents the allowable deviation before the marked joint is 
incorrect . 
[ 0082 ] In the example shown , user interface components 
921 and 923 depict locations on object of interest 901 where 
the marked joint is incorrect . As depicted in FIG . 9 , user 
interface components 921 and 923 are offset from the 
marked joint locations . The center of the marked locations 
( i . e . , the center of the marked X ) do not overlap any portions 
of user interface components 921 and 923 . In some embodi 
ments , user interface components 921 and 923 are user 
interface overlays where the correct joint locations do not 
match the physical marked locations . 
[ 0083 ] In some embodiments , user interface components 
such as user interface components 911 , 913 , 921 , and 923 
include movement to represent a state associated with the 
underlying feature . For example , in some embodiments , a 
user interface component vibrates when the location of the 
feature , such as a joint location , is being determined and 
additional computation and / or data ( e . g . , additional view 
images ) is needed before determining the feature ' s location . 
In some embodiments , a vibrating user interface component 
represents a feature that has been identified or detected but 
where the exact location of the feature is still being deter 
mined . In some embodiments , vibration is implemented by 
blinking and / or turning on and off the user interface com 
ponent . In some embodiments , the user interface component 
expands and contracts while focusing on the feature ' s loca 

tion . In some embodiments , the user interface component 
blinks or alternates turning on and off to indicate a detected 
feature has been identified but that additional information 
and / or processing is needed to determine the feature ' s 
precise location . Additional appropriate user interface tech 
niques can be utilized to represent the need for additional 
image data such as changing the color , shading , and / or 
translucency , etc . of the user interface component . For 
example , the color of the user interface component can 
change as additional image data is captured and processed to 
determine the feature ' s location on the surface of the object 
of interest . In some embodiments , visual indicators corre 
spond to a state associated with a feature . For example , a 
user interface component rendered in red represents an 
incorrectly marked joint location and a user interface com 
ponent rendered in blue represents a correctly marked joint 
location . 
10084 ] In some embodiments , data corresponding to the 
feature is included in the display of the user interface 
component . For example , a description ( such as a number , 
string , descriptive label , etc . ) can be displayed to describe a 
property of the feature such as the type of joint , the assembly 
order , a ranking of the quality of the joint , a deviation from 
the acceptable tolerances , a feature identifier , etc . In the 
example shown , user interface components 921 and 923 
each include an identifier ( “ 3 ” ) . In various embodiments , a 
user interfaces with the user interface components 911 , 913 , 
921 , and 923 using a touch screen , voice commands , or 
another appropriate input method . 
[ 0085 ] Although the foregoing embodiments have been 
described in some detail for purposes of clarity of under 
standing , the invention is not limited to the details provided . 
There are many alternative ways of implementing the inven 
tion . The disclosed embodiments are illustrative and not 
restrictive . 
What is claimed is : 
1 . A method , comprising : 
obtaining a series of images of a physical environment ; 
identifying at least a portion of an object detected in the 

obtained series of images ; 
using the series of images to detect a deviance from a 

reference property associated with the detected object ; 
and 

providing information associated with the deviance via an 
augmented reality device . 

2 . The method of claim 1 , further comprising utilizing the 
detected deviance to adjust a manufacturing device config 
ured to manufacture at least a portion of the detected object . 

3 . The method of claim 2 , wherein the manufacturing 
device is an assembly robot and the detected deviance is a 
deviation in an automotive assembly process of the object . 

4 . The method of claim 2 , wherein the manufacturing 
device is an automotive e - coating equipment and the 
detected deviance is a deviation in an e - coating process . 

5 . The method of claim 1 , wherein the provided informa 
tion is used to create a database of is defects for improving 
a manufacturing process . 

6 . The method of claim 1 , wherein a first camera is used 
to capture at least a portion of the series of images and a 
second camera is used to capture additional images of the 
object and images captured by the first camera and the 
second camera are utilized to generate a combined detected 
model of at least a portion of the object . 
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7 . The method of claim 6 , wherein the second camera is 
independently movable with respect to the first camera . 

8 . The method of claim 6 , wherein the second camera is 
a borescope camera . 

9 . The method of claim 6 , further comprising automati 
cally identifying a location of a cavity opening of the object 
using the images captured by the second camera when the 
second camera is placed near or in the cavity opening of the 
object . 

10 . The method of claim 1 , wherein providing the infor 
mation includes augmenting at least a portion of one or more 
images of the obtained series of images using a user inter 
face component . 

11 . The method of claim 10 , wherein the user interface 
component includes a spherical visual indicator . 

12 . The method of claim 11 , wherein a radius of the 
spherical visual indicator identifies an acceptable tolerance 
from the reference property . 

13 . The method of claim 1 , further comprising displaying 
a user interface component corresponding to a detected 
feature of the detected object . 

14 . The method of claim 13 , wherein the user interface 
component includes a descriptive label describing a property 
associated with the detected feature . 

15 . The method of claim 13 , wherein the user interface 
component vibrates to indicate that a location of the detected 
feature has not been determined with sufficient accuracy . 

16 . The method of claim 13 , wherein the user interface 
component includes visual indicators corresponding to ref 
erence data of the detected feature . 

17 . The method of claim 13 , wherein the user interface 
component includes an interface to access reference data of 
the detected object stored in a reference data store . 

18 . A computer program product , the computer program 
product being embodied in a non - transitory computer read 
able storage medium and comprising computer instructions 
for : 

obtaining a series of images of a physical environment ; 
identifying at least a portion of an object detected in the 

obtained series of images ; 
using the series of images to detect a deviance from a 

reference property associated with the detected object ; 
and 

providing information associated with the deviance via an 
augmented reality device . 

19 . A system , comprising : 
a processor ; 
a display ; 
a reference data store ; 
a camera ; 
a plurality of device positioning sensors ; and 
a memory coupled with the processor , wherein the 
memory is configured to provide the processor with 
instructions which when executed cause the processor 
to : 
obtain a series of images of a physical environment 

using the camera ; 
identify at least a portion of an object detected in the 

obtained series of images ; 
detect , using the series of images , a deviance from a 

reference property associated with the detected 
object ; and 

provide information associated with the deviance via an 
augmented reality device . 

20 . The system of claim 19 , wherein the plurality of 
device positioning sensors includes an accelerometer and a 
gyroscope . 


